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Abstract

We study the propagation of localized banking panics across the United States, em-

ploying digitized state-level balance sheet data on the National Banks for the 1870-

1929 period. Geographically localized panics result in the robust spillover outside the

state borders where they originate, leading to moderately persistent credit contractions

and the accumulation of liquid assets. We provide a tractable model illustrating a key

trade-off: while interbank markets, e.g., the pyramidal reserve structure of the banking

system during the National Banking Era, allow banks to access cheaper funding, they

spread the effects of panics throughout the country as observed in the data.
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1 Introduction

The United States features a prominent history of banking panics dating back to the eigh-

teenth century, experiencing a minimum of fifteen panic waves between 1865 and 1930

(Jalil, 2015), many of them to have had a profoundly negative imprint on the overall econ-

omy. In this paper, we investigate how a banking panic stemming from one state can be

transmitted to different states, based on the historical bank balance sheet data from 1870 to

1929.1

The relative instability of the U.S. banking system at that time is traced to its specific

institutional structure, in particular to the lack of a central bank (or equivalent) until 1913

(i.e., National Banking Era) and to the unit banking regulations that severely limited the

capacity of National Banks to branch and diversify risks: see Calomiris and Haber (2014).

Thus, banks at that time formed an interbank market with a pyramidal structure of reserves,

with central reserve cities (especially New York) on top and reserve cities playing an im-

portant role as liquidity providers at the regional and national levels.2

The interbank lending market creates an interesting trade-off, however: while it allows

banks to access cheaper funding sources and sustain, on average, higher levels of credit, on

the other hand it exposes them to risks of runs and panics outside their state borders, from

1As the Great Crash of 1929 and the Great Depression, which affected the entire country quite severely

in a simultaneous manner, started in year 1929, we cut our data’s time period there.
2During the National Banking Era, banks in the central reserve cities were required to hold reserves of

25% of their deposits, all of which needed to be held as cash. Banks in the reserve cities were required to hold

reserves of 25% of deposits as well, but they were allowed to hold half of reserves in the form of deposits

at their correspondent banks in the central reserve cities. Finally, other national banks were required to hold

15% of deposits, and up to three-fifths of the reserve could be held as interbank deposits at correspondent

banks in either reserve cities or central reserve cities.
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which they would have otherwise been insulated by the unit banking system, and allows

the spatial propagation of panics outside their origin states. We provide a tractable model

of the interbank relationship consistent with the overlapping inter-state financial network,

capturing this key trade-off, and estimate the degree of spatial transmission of panics across

states3 based on the digitized state-level bank balance sheet data extracted from the Abstract

of Reports in the Annual Report of the Office of the Comptroller of the Currency, and the

historical banking panic series of Jalil (2015). We explain our data sources more in depth

in Section 2.

We find the spatial transmission of a regionally localized banking panic strong enough.

To be specific, our empirical analysis uncovers that regional panics have a moderate impact

on banking sector activities across different states, with deposits and lending declining by

between 2% and 4% and those banks accumulating additional liquid reserves as a liquidity

buffer on their aftermath. However, these negative effects of panics are largely transitory,

with the bank balance sheet strength across states returning to their pre-crisis trends within

two years. More importantly, we find a lagged but robust response of the entire banking

system outside the state borders in which the panics originated, which we attribute to inter-

state financial linkages among banks.

Literature Kemmerer (1910) provides an early documentation of historical panic episodes

based on historical newspaper reports. More recently, DeLong and Summers (1986), Gor-

3The literature has long argued that distresses in the upper layers of the pyramid, either through temporary

suspensions of deposit convertibility or squeezes in interbank lending, are main drivers of panic propagation

across states and amplification. Calomiris and Carlson (2017), focusing on the 1893 panic that stemmed from

New York, find that a bank operating in the interior that depended on deposits that it had placed with city

correspondents became illiquid due to the suspension of convertibility by its correspondent banks in New

York. Banks with a higher exposure to New York were more likely to suspend activity or even close.
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ton (1988),4 Wicker (2006), Reinhart and Rogoff (2009), and Jalil (2015) provide the al-

ternative classifications based on different criteria and varying regional details. Jalil (2015)

especially provides quantitative impacts of a banking panic based on the empirical estima-

tion of the impact of major, nationwide panics on industrial production and prices, with

results suggesting large and persistent negative effects on the economic levels. Due to the

comprehensive list of each panic’s geographical coverage and dating, we use the historical

banking panic series constructed by Jalil (2015). Mitchener and Richardson (2019) simi-

larly find roles of interbank lending markets in amplifying reduction in lending during the

Great Depression,5 while we focus on regional panics before the Great Depression era.

Layout Section 2 presents the detailed explanation of our data sources, especially the

state-level bank balance sheet data and the banking panic series. Section 3 introduces a

tractable model of interbank markets, where we derive the equilibrium relation between

balance sheet levels in different states. Section 4 develops an estimation strategy consistent

with the model and presents the main quantitative results. Section 5 concludes. Section 6

presents figures, and Section 7 presents tables.

Online Appendix A. The Model Derivation provides missing proofs and derivations for

Section 3, Online Appendix B. Are Panics Exogenous or Correlated with Business Cycles?

studies whether a panic can be regarded exogenous, based on the Granger causality test,

and Online Appendix C. Robustness Check presents additional robustness results for the

4Gorton (1988) in particular documents that panics in the earlier periods can be mostly explained not by

self-fulfilling prophecy, but by depositors changing their perception of fundamental risks based on the arrival

of new information. Recently, Correia et al. (2024) document that few individual bank failures in US history

were purely liquidity driven, and failures are highly predictable based on bank fundamentals.
5Mitchener and Richardson (2019) find that between the peak in the summer of 1929 and the banking

holiday in the winter of 1933, interbank amplification reduced aggregate commercial bank lending by 15%.
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estimation of the degree of propagation of a panic.

2 Data

Banking Panic Series We rely on the historical banking panic series of Jalil (2015), who

provides a detailed list of panics’ geographical coverage and dating. Table 2 presents a

quarterly reproduction of Jalil (2015)’s series for our sample period, from 1870 to 1929. It

also documents each panic’s state of origin and other affected states where panics directly

occurred.

Jalil (2015) narrowly defines a banking panic as a “widespread run by private agents

in financial markets. . . [in order to] convert deposits into currency”6 and categorizes panics

into major and minor ones. The minor panics are geographically localized and generally

thought of as less severe, while the major panics are characterized as those rapidly engulfing

most of the United States and accompanied by serious distresses across the country.7 Given

the focus on the spatial propagation of a panic, we will mostly focus on the minor panics.8

State-level Bank Balance Sheets During the National Banking Era (from 1864 to 1912),

national banks (i.e., those chartered by the federal government) were subject to the same set

of rules and regulations regardless of where they were located, and all the banks were unit,

or single-office banks. These banks were required to report to the Office of the Comptroller

of the Currency, their primary regulator. One way was through the call reports that contain

6This narrow definition allows for a homogeneous set of events across the sample period.
7In Table 2, there are only three major panics in our sample period: the 1873 panic that started in Europe,

the 1893 panic that Calomiris and Carlson (2017) focus, and the 1907 panic that started in New York.
8In Online Appendix B. Are Panics Exogenous or Correlated with Business Cycles?, we test whether

each panic can be regarded exogenous (and thus not related to the business cycle), and show that only minor

panics pass this exogeneity test.
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information on banks’ balance sheets and were filed about four or five times a year.9 which

we rely on as these reports provide the state-level bank balance sheet information.

To be specific, we collect the data on state-level bank balance sheet aggregates from the

Abstract of Reports contained within the Annual Report of the Office of the Comptroller

of the Currency. Leveraging the fact that Weber (2000) already digitized the series for the

1880-1910 period, we extend the timespan to 1870-1929 by digitizing the data for 1870-

1879 and 1911-1929 periods ourselves. The data basically consist of self-reported balance

sheets of all existing banks with a national charter, aggregated by the Comptroller of the

Currency at the reserve city and state level.10 See Table 1 for an overview of the contained

categories, and Figure 8 presents an actual Abstract of Reports for banks in Alabama from

October 1913 to September 1914 as an example. The District of Columbia is included in

our sample and treated as a state. We exclude Alaska and Hawaii due to their long distance

to the contiguous United States, and convert the reporting frequency to quarterly, as some

years feature five reports.

The Abstract of Reports contains many different categories (e.g., “Overdrafts”, “Other

bonds for deposits”, “Capital stock”), which vary across years typically due to the subdivi-

sion of big categories into smaller ones in later years.11 Thus, we group different categories

9Another method was the filing of examination reports by examiners who actually visited each bank once

or twice a year. For example, to be included in the sample of Calomiris and Carlson (2017), a bank needs to

have provided information for the September 1892 call report and to have had at least one examination report

completed prior to May 1893 (the onset of the 1893 major panic).
10For states with a reserve city, for each macroeconomic variable, we aggregate the statewide level with

the level of the respective reserves cities, which allows us to obtain the total aggregate composition of state-

level balance sheets.
11For example, the category “Loans and discounts” in Table 1 (and Figure 8) contains “Overdrafts” in the

initial years, and then “Overdrafts” eventually becomes a category of its own in later years in our sample.
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in the reports into the following ones: for resource sides, (i) loans and discounts; (ii) bonds

and securities; (iii) real estates; and (iv) cash and short-term assets; (v) other assets. For

liability sides: (i) bank capital; (ii) deposits; and (iii) other liabilities.12

Figure 2 shows the time-series of US aggregate log-deposits and deposits in New York

from 1870 to 1945, with the minor and major panics from Jalil (2015). We observe the

procyclicality of the digitized deposits in New York and the overall United States. Note

that minor panics that originated in New York (e.g., the 1884 panic) have a huge negative

impact on deposit levels in the entire United States.

3 Model

This section presents a simple partial equilibrium model that theoretically establishes the

link between deposit fluctuations and the spatial transmission of panics across different

states.13 All the detailed derivations are provided in Online Appendix A. The Model

Derivation. There are N states in the economy, each one containing a representative bank

(or infinitely many banks in perfect competition).

For expositional purposes we assume that each bank is divided into two separate divi-

sions: deposit division and loan division. The deposit division raises deposits from their

own state while the loan division provides loans to firms in the same state. To handle mis-

match between deposits amount and the loan demand in each state, banks form an interbank

(or interstate) loan market, where each state bank supplies loanable funds to banks in other

12For example, in Figure 8, categories “Bonds for circulation” and “Bonds for deposits” belong to “bonds

and securities” under our grouping. “Dividends unpaid” and “Reserved for taxes” in the liability side belong

to “bank capital”.
13In terms of the modeling techniques with extreme value distributions, we borrow insights from Dordal

i Carreras et al. (2024) and Lee and Dordal i Carreras (2024).
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states.

Time is discrete and quarters are indexed by t. Each quarter is comprised of a continuum

r0, 1s of moments indexed by τ in which loan contracts are signed between distinct banks

or with private borrowers. The model structure is illustrated in Figure 1.
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Figure 1: Model structure: Households in each state allocate savings across banks in the
same state in the form of deposits. Banks lend these funds to firms in the same state. Banks
in different states form an interbank market where they borrow and lend loanable funds.

Loan Division We assume the loan division of bank i (i.e., a representative bank in state

i) supplies credit to the regional economy. Loan supply of bank i is subject to the following

constraints:

LS
i,tpτq ě 0 , (1)

LS
i,tpτq ď Mi,tpτq , (2)
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where LS
i,tpτq is the amount of loan supplied by bank i at period t and moment τ , which is

repaid at the start of next period t ` 1. Mi,tpτq is bank i’s total funding available for loans,

raised from local depositors or through the interbank market. In equilibrium, equation (2)

should hold with equality. In each period t, the loan division i solves the following profit

maximization problem:

max
tLS

i,tpτqu

ż 1

0

“

RF
i,tpτqLS

i,tpτq ´ RI
i,tpτqMi,tpτq

‰

dτ , (3)

where RI
i,tpτq represent the effective interest rate charged on funds obtained from the own

deposit division or banks in other states through the interbank market. Its dependence on τ

implies that a loan made in period t at moment τ is due at the start of period t`1. Likewise,

RF
i,tpτq is the interest rate charged on loans made in period t at moment τ in state i.

Assuming perfect competition on the credit supply market, the solution of the problem

(3) brings the following first order condition:

RF
i,tpτq “ RI

i,tpτq . (4)

Interbank funds Mi,tpτq are an homogeneous, fungible good (i.e., money), and loan

division n borrows them from the cheapest source at each moment τ , formally

RI
i,tpτq “ min

n

␣

RI
ni,tpτq

(

, (5)

Mi,tpτq “ Mni,tpτq, n “ argmin
j

␣

RI
ji,tpτq

(

.

where RI
ni,tpτq represents the rate charged by bank n for bank i, and Mni,tpτq is the amount

of loan actually made by bank n to bank i in period t at moment τ .
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Deposit Division The deposit division n receives deposits Dn,t from the inhabitants of

state n at the beginning of each quarter t, and distributes them to its own loan division or to

banks in other states through the interbank market. The production of interbank (loanable)

funds from deposits entails a cost, which is given by

N
ÿ

i“1

ż 1

0

Tni ¨ zni,tpτq ¨ Mni,tpτq dτ “ pDn,tq
α , α ą 1 , (6)

where Mni,tpτq are loan amounts made by deposit division n to loan division i, and Dn,t are

local deposits in state n. The parameter α ą 1 captures the economies of scale in allocating

and/or storing a large supply of deposits.

The parameter Tni ě 1 represents a cost associated to trading with different regions. It

can capture different types of costs of transferring loanable funds, e.g., direct trade costs,

agency problems, imperfect information about trading partners. Without loss of generality,

we normalize the cost of trading with its own loan division to one for banks in all states, i.e.,

Tnn “ 1, @n. Variable zni,tpτq is an exogenous technology shock that follows a Weibull

distribution, i.e.,

zni,tpτq „ Weibull p1, κq ,

with unit scale parameter and shape parameter κ that captures within-quarter varying diffi-

culty to create loans.14

The representative deposit division n faces a upward-sloping (inverse) deposit supply

curve ρSnp¨q, i.e., it faces ρSnpDn,tq as the rate on deposits when demanding Dn,t as deposit

14It can be understood as un-modelled seasonal fluctuations in demand and supply for loanable funds.
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amounts.15 The profit maximization problem of deposit division n is therefore given by

max
tMni,tpτqu,Dn,t

N
ÿ

i“1

ż 1

0

RI
ni,tpτqMni,tpτqdτ ´ ρSnpDn,tq ¨ Dn,t , (7)

subject to the loan provision constraint (6).16 The first order condition pins down the inter-

bank loan rate RI
ni,tpτq charged on any bilateral transaction between banks in two different

states n and i at each moment τ as follows:

RI
ni,tpτq “ Tni ¨ zni,tpτq ¨

ˆ

1

α

˙

ρSnpDn,tq

˜

1 `
1

εSn,t,D,ρ

¸

loooooooooooooomoooooooooooooon

”ρn,t

¨ pDn,tq
´pα´1q . (8)

where

εSn,t,D,ρ ”

„

ρSn
1

pDn,tqDn,t

ρSnpDn,tq

ȷ´1

ą 0.

represents an elasticity of deposit supply in state n in quarter t.

From equation (8), we see that an increase in Dn,t leads to lower interest rate RI
ni,tpτq

charged by bank n, due to assumed economies of scale in producing loanable funds, i.e.,

α ą 1. When deposit supply is less elastic, i.e., εSn,t,D,ρ is lower, an interbank rate RI
ni,tpτq

becomes higher.17 Finally, a higher trading cost Tni generates higher equilibrium interbank

rate offered by bank n to bank i. For simplicity, the heterogeneity of deposit rates and the

deposit supply elasticity across different states is abstracted away in our analysis, and we

15We assume that ρSnpDn,tq is convex enough in Dn,t that guarantees the existence and uniqueness of the

solution of optimization (7) subject to (6). For this issue, see Online Appendix A. The Model Derivation.
16We can microfound the inverse deposit supply curve ρSnp¨q by relating the compensation of deposits to

the prevailing risk-free rate on government bonds and the cash with zero return, as in Drechsler et al. (2017).
17Under less elastic deposit supply, the marginal cost of attaining additional one dollar amount of deposit

for bank n is higher, leading to higher interest rates on interbank lending at the optimum, ceteris paribus.
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thus assume that ρn,t ” ρt, @n.18

Equilibrium When the loan division of bank i supplies credit to the regional economy,

it faces an exogenous loan demand throughout the quarter t, which is given by

LD
i,tpτq ”

`

RF
i,tpτq

˘´β
¨ εi,t , @i , (9)

where RF
i,tpτq is the interest rate on private loans and εi,t a regional loan demand shock in

state i in quarter t. In equilibrium, the final loan rate RF
i,tpτq is connected to the interbank

interest rate RI
i,tpτq by (4), and RI

i,tpτq is in turn a minimum of RI
ni,tpτq over n, as explained

in (5). Finally, RI
ni,tpτq is given in (8), and the loan market is equilibrated, i.e., LD

i,tpτq “

LS
i,tpτq for @i, t, τ .

Equation (8), together with the properties of the Weibull distribution, makes the inter-

bank rate RI
i,tpτq follow the Weibull distribution itself, i.e.,

RF
i,tpτq “ RI

i,tpτq „ Weibull pΦi,t, κq , (10)

where

Φi,t “

´ρt
α

¯

¨

«

N
ÿ

n“1

pTniq
´κ

pDn,tq
κpα´1q

ff´ 1
κ

. (11)

The total lending demand in quarter t is then

LD
i,t “

ż 1

0

LD
i,tpτqdτ “

„
ż 1

0

RF
i,tpτq

´βdτ
ȷ

¨ εi,t @i (12)

18Since RI
ni,tpτq is proportional to Tni ¨ zni,tpτq at optimum, deposit division n is indifferent in forming

loanable funds to different states, i.e., the destination state i does not matter for the profit of deposit division

n. Therefore, optimization (7) is consistent with the fact that interbank funds are fungible, and loan division

i borrows from the cheapest source at each moment τ .
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where due to the law of large numbers (LLN), we can employ

ż 1

0

RF
i,tpτq

´βdτ “ E
“

RF
i,tpτq

´β
‰

.

From equations (10), (11), and (12), the credit in state i can be written as

LD
i,t “

«

N
ÿ

n“1

pTniq
´κ

pDn,tq
κpα´1q

ff

β
κ ˆ

α

ρt

˙β

Γ

ˆ

1 ´
β

κ

˙

εi,t @i . (13)

Note that the extended credit LD
i,t in state i (i) is increasing in deposits in all other states

n; (ii) is decreasing in transport cost Tni from other states n to state i; (iii) is decreasing in

ρt, the uniform deposit rate. From (13), we infer that a drop in Dn,t in state n can lead to

collapses in lending Li,t in different states i. This will be a basis of our empirical analysis

of the transmission of banking panics across states in Section 4.

Key Trade-off To better understand the model implications, we consider a case where

deposits in different states are equal, i.e., Dn,t “ D̄t, @n, and the transaction costs between

different regions are infinite, i.e., Tni Ñ 8, i ‰ n with Tii “ 1 for @i. Then, equation (13)

becomes

LD
i,t “

ˆ

α

ρt

˙β

¨
`

D̄t

˘βpα´1q
Γ

ˆ

1 ´
β

κ

˙

¨ εi,t , @n , (14)

and banks are forced to entirely rely on their domestic depositors to fund their lending

activity. In this case, no matter what happens to other states in terms of deposit amounts, it

does not affect state i’s loan amounts in equilibrium.

The opposite case with no transaction costs Tni “ 1 , @n, i yields the following expres-
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sion:

LD
i,t “ N

β
κ

loomoon

ą1

¨

ˆ

α

ρt

˙β

¨
`

D̄t

˘βpα´1q
Γ

ˆ

1 ´
β

κ

˙

¨ εi,t , @n , (15)

where banks in any state are able to supply N
σ
κ ą 1 times more credit,19 given the homo-

geneous deposit amount D̄t. However, we can observe that the loan amount LD
i,t becomes

N
σ
κ ą 1 times more volatile given the volatility of D̄t, creating a potential instability. Thus,

we can observe that the interbank lending system creates an interesting risk-return trade-off

for the aggregate funding.

An interesting observation emerges from these exercises: interbank transactions im-

prove the allocation of funding across the banking sector and allow the economy to sustain

higher (on average) levels of credit. But on the other hand, as illustrated by equation (13),

credit supply becomes linked to deposit fluctuations outside its regional borders, setting

the theoretical foundations for the spatial spread of panics, which we empirically analyze

using the historical data of the National Banking Era in Section 4.

4 Empirical Estimation

4.1 Methodology

A log-linear approximation of equation (13) leads to20

log pLi,tq “ µi ` st `

N
ÿ

n“1

T̃ni ¨ log pDn,tq ` ϵi,t , @n , (16)

19Of course, the gains from a market with realistic transaction costs are likely to be lower than (15).
20The derivation of equarion (16) is provided in Online Appendix A. The Model Derivation.
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where µi and st represent state and seasonal (time) fixed effects, respectively, and coef-

ficient T̃ni captures the intensity of responses of loans in state i to deposit fluctuations in

state n. For example, a higher trading cost (Tni) between states n and i makes harder for

bank n to lend to bank i in interbank markets, thus lowering the intensity of responses of

state i loans to fluctuations in state n deposits, i.e., lower T̃ni.

In order to study the spatial propagation of panics throughtout states, we assume the

following particular functional specification for T̃in:

T̃ni “ λ1 ` λ2 log pDistanceniq ` λ3Neighborni ` λ4Ownni , (17)

where Distanceni is measured as the Euclidean distance between the most populated city

of state n and that of state i (in geographical centroids), Neighborni is a binary variable

equal to one if the states pair n and i are neighbors (i.e., share a border) and Ownni is a

binary variable equal to one if n “ i. Basically, we assume the sensitivity of loans in state

i to fluctuations in deposits in state n only depends on the geometric distance (and whether

they are neighbors) between the two states.21

Also, we assume that in the data a linear relationship between deposits and panic events

holds, for example,

log pDn,tq “ cn ` log pDn,t´1q ` ϕPanicn,t ` υn,t , (18)

where Panicn,t is a binary variable equal to one if state n experiences a panic in banking

sector in quarter t.22

21λ4 ‰ 0 can be attributed to the “home bias” in interbank lending markets.
22For example, for the (minor) panic of 1884, we have

PanicNY,1884Q2 “ PanicPA,1884Q2 “ PanicNJ,1884Q2 “ 1

14



With equations (16), (17), and (18), which are based upon the simple partial-equilibrium

model presented in Section 3, we can evaluate the spatial and dynamic propagation of pan-

ics by estimating the following set of Jordà Local Projections (Jordà, 2005):

yi,t`h “ ηyi,h ` syt,h `

4
ÿ

j“1

θyj,hF
j
i,t `

L
ÿ

l“1

βy
l,hXi,t´l ` ϵi,t`h, h “ 1, . . . , H , (19)

where

F 1
i,t “

N
ÿ

n“1

Panicn,t F 3
i,t “

N
ÿ

n“1

Neighborni ¨ Panicn,t

F 2
i,t “

N
ÿ

n“1

log pDistanceniq ¨ Panicn,t F 4
i,t “

N
ÿ

n“1

Ownni ¨ Panicn,t ,

and ηyi,h and syt,h are state and seasonal fixed effects, and Xi,t´l is a set of control variables

that includes four lags of variables tF j
i,tu

4
j“1 and those of the left hand side variable yi,t. For

dependent variables yi,t, we consider (i) (log) deposits; (ii) (log) loans; and (iii) liquidity

ratio, which is defined as the ratio of cash, species and short-term assets to total assets of

state i; (iv) (log) average bank capital; (v) (log) the number of active banks.

Are Banking Panics Exogenous? In order for our regression equation (19) to be identi-

fied, our panic variable Panicn,t must be exogenous, i.e., uncorrelated with the error term

ϵi,t`h. Then the coefficients
␣

θyj,h
(

in (19) would capture the causal and spatial dynamic

transmission of panics.

Jalil (2015) provides some narrative evidence that backs this assumption, with individ-

ual episodes of fraud, foreign shocks or even weather, acting as the trigger of panics.23 Our

where 1884Q2 means the second quarter of year 1884.
23About 1884 panic originated from New York, Jalil (2015) documents that “On May 14, the Metropolitan

Bank closed its doors following a serious run. Rumors had been circulating that its president had misappro-
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result in Online Appendix B. Are Panics Exogenous or Correlated with Business Cycles?

independently test whether a panic is independent of the business cycle conditions in the

state it originates from, based on Granger causality and find that the minor panics of the

series of Jalil (2015) are an independent source of variation. Therefore, we consider only

the minor panics in Table 2 for our regression (19).

Note that even if this assumption is violated within the states where the panics origi-

nated, the estimates
␣

θyj,h
(

of the spatial transmission are still likely to remain causal as long

as the regional economy of non-origin regions is uncorrelated with the causes of the panic

in the origin states. The plausibility of this hypothesis is reinforced by the unit banking

system and the restrictions on interstate branching throughout our sample period, leaving

the interbank market as the most obvious and significant source of spatial transmission of

panics.

4.2 Spatial Transmission: Results

Based on the above discussion about panic exogeneity, we run regression (19) focusing

on Jalil (2015)’s minor (regional) panics: in this regression, if state n experiences a minor

panic in quarter t, regardless of where it originates, we assign Panicn,t “ 1.

priated funds for speculative purposes. The suspension of the Metropolitan Bank, an institution holding

reserves from banks throughout the nation, led to the intervention of the New York Clearing House.” About

1907 major panic originated from New York as well, Jalil (2015) documents “The actions of a group of New

York City financiers, with controlling interests over several banks, triggered the panic of 1907. The group

misappropriated bank funds to speculate on rising copper prices. The gamble proved to be a mistake. Copper

prices collapsed and news of these events triggered runs on the banks implicated in the speculation. Rumors

that other banks and trust companies might be connected to the speculators unsettled public confidence and a

panic quickly spread throughout the city.”
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Figures 3, 4, 6, 5, and 7 of Section 6 provide a graphical overview of the results of the

regression. The figures are constructed specifically as follows:

Step 1 Estimate equation (19) for all h, obtain
!

θ̂yj,h

)4

j“1
.

Step 2 Assume a sudden panic in the state of New York, i.e., PanicNY,t “ 1, and then report
ř4

j“1 θ̂
y
j,hF

j
i,t for each variable y.

P-values are constructed using Driscoll-Kraay standard errors in order to provide consistent

estimates to spatial correlation, heteroskedasticy and auto-correlated error terms.

Figure 3 reports the evolution of deposits following a panic. We observe that the impact

of panics ranges from -4% in the simulated origin state to around -3% in other states even

far to the west, suggesting the rapid spatial propagation across the entire United States. The

effect of the panic after one year features a lagged negative response of deposits outside

the origin state, though the result is not quite statistically significant. After two years,

we observe that deposits have returned to their pre-panic trend everywhere. This result is

consistent with the literature, e.g., Calomiris and Carlson (2017) and can be understood as

sequential deposit runs outside the origin state.24

Figure 4 depicts a similar pattern for bank lending (loans), with an initial 4% drop in

the origin state, and mild but significant reductions of bank lending throughout the country.

Throughout the first year after a panic, lending decreases by 3%-4% across different states.

Eventually, it returns to the pre-crisis level everywhere except in the origin and neighbor

states, though the results are no longer statistically significant.

24Gorton (1988) finds that banking panics during the National Banking Era can mostly be explained not

by self-fulfilling prophecy, but by depositors changing their perception of the fundamental risk based on the

arrival of new information about fundamentals. Sequential deposit runs across different states after a local

panic can be understood from that perspective.
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Figure 5 shows the evolution of the liquidity ratio, defined as the ratio of cash, species,

and short-term assets to total assets that banks hold. It increases on impact on the origin

state and persistently rises above its pre-crisis level by 4-8% across the country thereafter,

but the result becomes significant for many states after 6-7 quarters. It is consistent with

the stronger negative response of bank lending vis-à-vis deposits in Figures 3 and 4, which

suggests that banks reallocate their portfolio towards safer assets like bonds following pan-

ics.

Figures 6 and 7 show the evolution of (average) bank capital and the number of banks,

respectively. While there is no discernible effect on impact, bank capital diminishes by up

to 1.5% after two years across many states including the neighbor states and those further

out in the west, where the point estimates become significant after 3 quarters. Similarly,

the number of active banks drops by 1.5-1.8% after two years, though only the origin state

and some neighboring states are affected.

The overall picture that emerges from these results is broadly consistent with the results

found by the literature on financial crisis. In specific, our results that bank lending is signif-

icantly negatively affected throughout states is consistent with the Vector Autoregression

(VAR) analysis of Jalil (2015), in which both price levels and output are negatively affected

by a panic in a similar time period.

In sum, in our sample periods, (minor) panics have a moderate impact on the banking

sector across several dimensions, even if their effects largely vanish after two years. More

surprisingly, panics display a robust spatial transmission outside their initial state bound-

aries, reaching even states that are geographically far from the origin state, depending on

the initial structure of interbank loan markets formed among states.
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4.2.1 Robustness

Panic Dummies for Origin States Only In the above regression (19), we assigned Panici,t “

1 if state i experiences a panic in quarter t, regardless of where it originates.25 For robust-

ness checks, we re-run regression (19) assuming Panici,t “ 1 only for the origin state i of

each panic.26 The results are provided in Online Appendix C.1. Panic Dummies for Origin

States Only and very close to the above original results (Figures 3, 4, 6, 5, 7). We conclude

that our results of the spatial propagation of panic shocks across states are robust under

these different regression specifications.

Deposit Size Effects In the above regression (19), we abstract from a potential channel

in which a panic in states with a larger financial market will have bigger impacts on other

states across the United States. To account for this so-called size effects, we slightly modify

the regression (19) by controlling lagged deposit shares as follows:

yi,t`h “ ηyi,h ` syt,h `

5
ÿ

j“1

θyj,hF
j
i,t `

L
ÿ

l“1

βy
l,hXi,t´l ` ϵi,t`h, h “ 1, . . . , H , (20)

25For example, for the panic of 1884 in Table 2,

PanicNY,1884Q2 “ PanicPA,1884Q2 “ PanicNJ,1884Q2 “ 1,

where 1884Q2 means the second quarter of year 1884.
26Jalil (2015) provides a list of the origin states of panics, based on anecdotal sources, e.g., the Commercial

and Financial Chronicle. See Table 2 for the list of origin states.
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where

F 1
i,t “

N
ÿ

n“1

Panicn,t F 3
i,t “

N
ÿ

n“1

Neighborni ¨ Panicn,t

F 2
i,t “

N
ÿ

n“1

log pDistanceniq ¨ Panicn,t F 4
i,t “

N
ÿ

n“1

Ownni ¨ Panicn,t

F 5
i,t “

N
ÿ

n“1

log

ˆ

Dn,t´1

Dt´1

˙

¨ Panicn,t
loooooooooooooooomoooooooooooooooon

New control

and Dt´1 “
ř

n Dn,t´1 and ηyi,h and syt,h are state and seasonal fixed effects. Xi,t´l is a

set of control variables that includes four lags of variables tF j
i,tu

5
j“1 and those of the left

hand side variable yi,t. In Online Appendix C.2. Deposit Size Effects, we follow the same

steps in Section 4.2 with the initial log deposit share of New York at its average across the

sample periods.

The results are surprisingly similar to our original results, which suggests the size effect

of the spatial propagation of panics is not too big.

5 Conclusions

This paper provides a quantitative analysis of the impacts and geographical propagation of

historical banking panics in the United States. Our tractable model formalizes a key trade-

off stemming from the interbank relation that was prevalent during the National Banking

Era: the interbank loan networks allow banks to access cheaper funding sources and raise

the level of credit supply, while exposing them to risks of runs and panics outside their state

borders, thereby allowing a minor panic in one state to be transmitted to other states.

We find that during 1870-1929, a panic in one state was accompanied by moderate and

temporary drops in deposits and lending, increased liquidity holdings, and a small negative
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impact on bank capital and the number of active banks, in many other states, with the results

being statistically significant up to two years from the onset of a panic.
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6 Figures
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(a) Filtered US aggregate (log)-deposits from 1870 to 1945: the red vertical
lines represent major panics according to Jalil (2015), while yellow lines
represent the dates of minor panics documented by Jalil (2015) as well.
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(b) Filtered (log)-deposits in the state of New York from 1870 to 1945: the
red vertical lines represent major panics according to Jalil (2015), while yellow
lines represent the dates of minor panics that affected New York, documented
by Jalil (2015) as well.

Figure 2: Time-series deposits of the United States as a whole and the state of New York.
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Figure 3: Impulse-response of bank deposits to a panic from New York. Right bar reports
graph estimates color scale. P-values constructed using Driscoll-Kraay standard errors.
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Figure 4: Impulse-response of bank loans across states to a panic from New York. Right
bar reports graph estimates color scale. P-values constructed using Driscoll-Kraay standard
errors. ˝ p ă 0.05, ‹ p ă 0.1

24



0 Quarters (Impact) 0

2

4

6

8

%

1 Quarters 0

2

4

6

8

%

2 Quarters 0

2

4

6

8

%

3 Quarters 0

2

4

6

8

%

5 Quarters 0

2

4

6

8

%

7 Quarters 0

2

4

6

8

%

Figure 5: Impulse-response of liquidity ratios across states to a panic from New York.
Right bar reports graph estimates color scale. P-values constructed using Driscoll-Kraay
standard errors. ˝ p ă 0.05, ‹ p ă 0.1
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Figure 6: Impulse-response of bank capital across states to a panic from New York. Right
bar reports graph estimates color scale. P-values constructed using Driscoll-Kraay standard
errors. ˝ p ă 0.05, ‹ p ă 0.1
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Figure 7: Impulse-response of the number of banks across states to a panic from New York.
Right bar reports graph estimates color scale. P-values constructed using Driscoll-Kraay
standard errors. ˝ p ă 0.05, ‹ p ă 0.1
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7 Tables

Resources Liabilities
Loans and discounts Capital stock
Overdrafts Surplus fund
Bonds for circulation Undivided profits
Bonds for deposits National bank circulation
Other bonds for deposits State bank circulation
U.S. Bonds on hand Due to national banks
Premium on bonds Due to State banks
Bonds, securities, etc Due to trust companies, etc
Banking house, furniture, etc Due to reserve agents
Real state, etc Dividends unpaid
Current expenses Individual deposits
Due from national banks Certified checks
Due from State banks U.S. deposits
Due from reserve agents Deposits U.S. disbursing officers
Internal revenue stamps Bonds borrowed
Cash items Notes rediscounted
Clearing-house exchanges Bills payable
Bills of other banks Clearing-house certificates
Fractional currency Other liabilities
Trade dollars Specie
Legal-tender notes
U.S. certificates of deposit
Three per cent certificates
5% fund with Treasury
Clearing-house certificates
Due from U.S. Treasury
Total Total

Table 1: Balance sheet original categories of the Abstract of Reports. The Abstract of Re-
ports, contained in the Annual Report of the Comptroller of the Currency, provides regional
aggregates of the categories that we list in Table 1. The categories reported tend to vary
slightly across time, typically due to the subdivision of big categories into smaller ones on
the latest reports. For example, the category “Loans and discounts” contained “Overdrafts”
in the initial years, and overdrafts eventually became a category on its own.
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(a) An example of balance sheets: asset side of banks in the state of Alabama from October 1913 to
September 1914.

(b) An example of balance sheets: liability side of banks in the state of Alabama from October 1913
to September 1914.

Figure 8: Balance sheet original categories of the Abstract of Reports: banks in the state of
Alabama from October 1913 to September 1914.
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States Panic, start Panic, end Reporting
date

Time to start
(days)

All (Major) - from Europe 18sep1873 30sep1873 26dec1873 99
NY, PA, NJ 13may1884 31may1884 20jun1884 38
NY 10nov1890 22nov1890 19dec1890 39
All (Major) 13may1893 19aug1893 12jul1893 60
IL, MN, WI 26dec1896 26dec1896 09mar1897 73
MA, NY 16dec1899 31dec1899 13feb1900 59
NY 27jun1901 06jul1901 15jul1901 18
PA, MD 18oct1903 24oct1903 17nov1903 30
All (Major) - from NY 12oct1907 30nov1907 03dec1907 52
NY 25jan1908 01feb1908 14feb1908 20
MA 12aug1920 02oct1920 08sep1920 27
ND 27nov1920 19feb1921 29dec1920 32
FL, GA 14jul1926 21aug1926 31dec1926 170
FL 08mar1927 26mar1927 23mar1927 15
FL 20jul1929 07sep1929 04oct1929 76

Median 38.5

Table 2: Banking panics chronology (in the sample period). The series is extracted from
Jalil (2015). The first column reports the states in which the panic initially originated (bold
font) and other “affected” states (normal font) where panics arose. The start and end dates
of panics are obtained from the classification appendix of Jalil (2015) when possible or
by reading the original sources listed in Jalil (2015). The fifth column reports the number
of days elapsed between the start of a crisis and the first Abstract of Reports from the
Comptroller of the Currency observed after the crisis.27

27There was a relatively minor panic in 1905 that stemmed in Chicago, Illinois. Starting on December 18,

1905 by the collapse of three banks (the Chicago National Bank, the Home Savings Bank and the Equitable

Trust Company), these failures produced only mild consequence in Chicago and the United States due to

the actions of the Chicago Clearing House Association. We omit the 1905 panic in Table 2 since the first

reporting after this crisis occurred in the first quarter of the next year. See the classification appendix of Jalil

(2015) for more details.
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Jordà, Òscar, “Estimation and inference of impulse responses by local projections,” Amer-

ican economic review, 2005, 95 (1), 161–182.

31



Kemmerer, Edwin Walter, Seasonal variations in the relative demand for money and cap-

ital in the United States: A statistical study, Vol. 588, US Government Printing Office,

1910.

Lee, Seung Joo and Marc Dordal i Carreras, “A Unified Theory of the Term-Structure

and Monetary Stabilization,” 2024. Working Paper.

Mitchener, Kris James and Gary Richardson, “Network Contagion and Interbank Am-

plification during the Great Depression,” Journal of Political Economy, 2019, 127 (2).

Reinhart, Carmen M and Kenneth Rogoff, This time is different: eight centuries of

financial folly, princeton university press, 2009.

Weber, Warren E, “Disaggregated call reports for US National Banks, 1880-1910,” Re-

search Department, Federal Reserve Bank of Minneapolis., 2000.

Wicker, Elmus, Banking panics of the gilded age, Cambridge University Press, 2006.

32



Online Appendices for

The Spatial Transmission of U.S. Banking

Panics: Evidence from 1870-1929

MARC DORDAL I CARRERAS SEUNG JOO LEE

Online Appendix A. The Model Derivation

Problem of Loanable Fund Allocation Deposit division of a bank in state n solves

max
tMni,tpτqu,Dn,t

N
ÿ

i“1

ż 1

0

RI
ni,tpτqMni,tpτqdτ ´ ρSnpDn,tqDn,t

loooooomoooooon

Cost of loanable funds

(A.1)

subject to
N
ÿ

i“1

ż 1

0

Tnizni,tpτqMni,tpτqdτ “ pDn,tq
α . (A.2)

The maximization problem thus becomes

max
tMni,tpτqu

N
ÿ

i“1

ż 1

0

RI
ni,tpτqMni,tpτqdτ´ρSn

¨

˚

˚

˚

˚

˝

˜

N
ÿ

i“1

ż 1

0

Tnizni,tpτqMni,tpτqdτ

¸
1
α

loooooooooooooooooooomoooooooooooooooooooon

“Dn,t

˛

‹

‹

‹

‹

‚

¨

˜

N
ÿ

i“1

ż 1

0

Tnizni,tpτqMni,tpτqdτ

¸
1
α

.

(A.3)

We observe that if ρSnp¨q is convex enough, even with α ą 1, the assumed economies of

scale in in allocating a large supply of deposits, the objective function in (A.3) becomes

strictly concave in tMni,tpτqu, which guarantees the existence and uniqueness of the solu-
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tion of optimization (A.3). The first order condition yields

RI
ni,tpτq “ Tni ¨ zni,tpτq ¨

ˆ

1

α

˙

ρSnpDn,tq

¨

˚

˚

˚

˚

˚

˝

1 `
ρSn

1

pDn,tqDn,t

ρSnpDn,tq
looooooomooooooon

”pεSn,t,D,ρq
´1

˛

‹

‹

‹

‹

‹

‚

loooooooooooooooooomoooooooooooooooooon

”ρn,t

¨ pDn,tq
´pα´1q ,

(A.4)

where

εSn,t,D,ρ ”

„

ρSn
1

pDn,tqDn,t

ρSnpDn,tq

ȷ´1

ą 0.

represents the elasticity of deposit supply, proving (8).

Aggregation We use the following properties of the Weibull distribution. When tXiu
N
i“1

are mutually independent, and Xi follows the Weibull distribution with λi as the scale

parameter and κ as the shape paramete, i.e., Xi „ W pλi, κq:

Property A.1 (Scalar Multiplication). cXi „ W pcλi, κq for some scalar c.

Property A.2 (Moments). EppXiq
n
q “ pλiq

n Γ
´

1 `
n

κ

¯

for n P R.

Property A.3 (Minimum of tXiu).

min
i

tXiu „ W

¨

˝

˜

N
ÿ

i“1

pλiq
´κ

¸´ 1
κ

, κ

˛

‚.

From (8) and using zni,tpτq „ W p1, κq, we obtain from Property A.1 that

RI
ni,tpτq “ Tni ¨ zni,tpτq ¨

´ρt
α

¯

¨ pDn,tq
´pα´1q

„ W
´

Tni

´ρt
α

¯

¨ pDn,tq
´pα´1q , κ

¯

,
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which, with Property A.3, leads to

RI
i,tpτq “ min

n

␣

RI
ni,tpτq

(

„ W pΦi,t, κq ,

where

Φi,t “

´ρt
α

¯

¨

«

N
ÿ

n“1

pTniq
´κ

pDn,tq
κpα´1q

ff´ 1
κ

, (A.5)

thus proving equations (10) and (11).

Finally, with the help of Property A.2, and the fact that RF
i,tpτq “ RI

i,tpτq,

E
“

RF
i,tpτq

´β
‰

“ E
“

RI
i,tpτq

´β
‰

“ pΦi,tq
´β Γ

ˆ

1 ´
β

κ

˙

“

´ρt
α

¯´β

¨

«

N
ÿ

n“1

pTniq
´κ

pDn,tq
κpα´1q

ff

β
κ

¨ Γ

ˆ

1 ´
β

κ

˙

,

(A.6)

from which we can obtain the expression for equilibrium loan amounts in state i as follows:

LD
i,t “ E

“

RF
i,tpτq

´β
‰

¨ εi,t “

«

N
ÿ

n“1

pTniq
´κ

pDn,tq
κpα´1q

ff

β
κ ˆ

α

ρt

˙β

Γ

ˆ

1 ´
β

κ

˙

εi,t @i ,

proving equation (13).

• Lending in each state is linked to deposits in all other states. Especially with α ą 1,

a decrease in Dn,t leads to a drop in LD
i,t.

Log-linearization From equation (13),

logLD
i,t “

β

κ
¨ log

˜

N
ÿ

n“1

pTniq
´κ D

κpα´1q

n,t

¸

` β log
α

ρt
` log Γ

ˆ

1 ´
β

κ

˙

` ϵi,t,
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which leads to

qLD
i,t “

β

κ

¨

˝

­N
ÿ

n“1

T´κ
ni D

κpα´1q

n,t

˛

‚ ´βρ̌t
loomoon

”st

`ϵi,t

“
β

κ

N
ÿ

n“1

¨

˚

˚

˚

˚

˝

pTniq
´κD

κpα´1q
n

řN
n“1 pTniq

´κD
κpα´1q
n

loooooooooooomoooooooooooon

”ξni

˛

‹

‹

‹

‹

‚

`

´κŤni ` κpα ´ 1qĎn,t

˘

` st ` ϵi,t

“

¨

˚

˚

˚

˚

˝

´β
N
ÿ

n“1

ξniŤni

loooooomoooooon

“µi

˛

‹

‹

‹

‹

‚

`

N
ÿ

n“1

¨

˚

˝

βpα ´ 1qξni
looooomooooon

”T̃ni

˛

‹

‚

Ďn,t ` st ` ϵi,t

“ µi ` st `

N
ÿ

n“1

T̃niĎn,t ` ϵi,t,

deriving equation (16).
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Online Appendix B. Are Panics Exogenous or Correlated

with Business Cycles?

Here, we test whether panics listed in Table 2 of Section 7 (or Jalil (2015)) can be regarded

exogenous, which is crucial for our estimation in Section 4.1. In that purpose, we run the

following regression based on Granger causality, in order to check whether a panic is an

exogenous source of disturbance or correlated with the business cycle conditions:

Panici,t “ µi ` µt `

4
ÿ

l“1

“

βD
l ∆ log pDi,t´lq ` βL

l ∆ log pLi,t´lq ` βB
l ∆ log pBanki,t´lq

‰

` εi,t ,

where Panici,t is defined as a binary variable equal to one if state i experiences a panic in

banking sector in quarter t, and we control for 4 lags of growth rates of deposits, loans, and

the number of banks in the same sate i as the relevant business cycle variables. Finally, µi

and µt account for the state and quarter fixed effects, respectively.

1 2 3 4
Joint F-test, p-value *** *** H0 H0

R-squared 0.37% 1.96% 0.07% 0.104%
All panics X X

Minor panics X X
Individual fixed effects X X

Seasonal dummies X X

Table B.1: Granger causality test. We regress panic episodes on four lagged changes of
deposits, loans, and number of banks according to

Panici,t “ µi`µt`

4
ÿ

l“1

“

βD
l ∆ log pDi,t´lq ` βL

l ∆ log pLi,t´lq ` βB
l ∆ log pBanki,t´lq

‰

`εi,t.

The table reports results for the null hypothesis H0: βD
l “ βL

l “ βB
l “ 0, @l. Types

of panics and controls included in each specification are indicated with an X. Significance
levels are: *** for p ă 0.01, ** for p ă 0.05, * for p ă 0.1, and H0: p ě 0.1.
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Table B.1 contains the results of the above Granger causality test. It reports results on

the joint null hypothesis H0 : βD
l “ βL

l “ βB
l “ 0, @l “ 1 „ 4. Columns 1 and 2 report

the results only using nationwide major panics of Jalil (2015), while columns 3 and 4 report

the result based on regional minor panics of Jalil (2015). As we can see, the null is rejected

for both specifications (with or without the fixed effects) based on the major panics as the

dependent variable, but we are not able to reject it at 10% when focusing on the regional

(minor) series.

As major panics do not contribute much to the identification of spatial transmission

due to their nationwide nature anyway, we exclude them from the sample as explained in

Section 2. Therefore, in Sections 4.1 and 4.2, we regard the minor panics of Jalil (2015) as

an exogenous variation.
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Online Appendix C. Robustness Check

C.1. Panic Dummies for Origin States Only
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Figure C.1: Impulse-response of bank deposits to a panic from New York. Right bar reports
graph estimates color scale. P-values constructed using Driscoll-Kraay standard errors. ˝

p ă 0.05, ‹ p ă 0.1. Here, we assume Panici,t “ 1 only for the origin state i where each
panic listed in Table 2 (Jalil, 2015) is known to have originated.
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Figure C.2: Impulse-response of bank loans across states to a panic from New York. Right
bar reports graph estimates color scale. P-values constructed using Driscoll-Kraay standard
errors. ˝ p ă 0.05, ‹ p ă 0.1. Here, we assume Panici,t “ 1 only for the origin state i
where each panic listed in Table 2 (Jalil, 2015) is known to have originated.
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Figure C.3: Impulse-response of liquidity ratios across states to a panic from New York.
Right bar reports graph estimates color scale. P-values constructed using Driscoll-Kraay
standard errors. ˝ p ă 0.05, ‹ p ă 0.1. Here, we assume Panici,t “ 1 only for the origin
state i where each panic listed in Table 2 (Jalil, 2015) is known to have originated.
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Figure C.4: Impulse-response of bank capital across states to a panic from New York. Right
bar reports graph estimates color scale. P-values constructed using Driscoll-Kraay standard
errors. ˝ p ă 0.05, ‹ p ă 0.1. Here, we assume Panici,t “ 1 only for the origin state i
where each panic listed in Table 2 (Jalil, 2015) is known to have originated.
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Figure C.5: Impulse-response of the number of banks across states to a panic from New
York. Right bar reports graph estimates color scale. P-values constructed using Driscoll-
Kraay standard errors. ˝ p ă 0.05, ‹ p ă 0.1. Here, we assume Panici,t “ 1 only for the
origin state i where each panic listed in Table 2 (Jalil, 2015) is known to have originated.
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C.2. Deposit Size Effects
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Figure C.6: Impulse-response of bank deposits to a panic from New York. Right bar reports
graph estimates color scale. P-values constructed using Driscoll-Kraay standard errors.
Here, we control the relative size of deposits in the previous quarter interacted with panic
dummies. See Section 4.2.1.
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Figure C.7: Impulse-response of bank loans across states to a panic from New York. Right
bar reports graph estimates color scale. P-values constructed using Driscoll-Kraay standard
errors. ˝p ă 0.05, ‹p ă 0.1. Here, we control the relative size of deposits in the previous
quarter interacted with panic dummies. See Section 4.2.1.
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Figure C.8: Impulse-response of liquidity ratios across states to a panic from New York.
Right bar reports graph estimates color scale. P-values constructed using Driscoll-Kraay
standard errors. ˝p ă 0.05, ‹p ă 0.1. Here, we control the relative size of deposits in the
previous quarter interacted with panic dummies. See Section 4.2.1.
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Figure C.9: Impulse-response of bank capital across states to a panic from New York. Right
bar reports graph estimates color scale. P-values constructed using Driscoll-Kraay standard
errors. ˝p ă 0.05, ‹p ă 0.1. Here, we control the relative size of deposits in the previous
quarter interacted with panic dummies. See Section 4.2.1.

15



0 Quarters (Impact) -2.5

-2

-1.5

-1

-0.5

0

0.5

%

1 Quarters -2.5

-2

-1.5

-1

-0.5

0

0.5

%

2 Quarters -2.5

-2

-1.5

-1

-0.5

0

0.5

%

3 Quarters -2.5

-2

-1.5

-1

-0.5

0

0.5

%

5 Quarters -2.5

-2

-1.5

-1

-0.5

0

0.5

%

7 Quarters -2.5

-2

-1.5

-1

-0.5

0

0.5

%

Figure C.10: Impulse-response of the number of banks across states to a panic from New
York. Right bar reports graph estimates color scale. P-values constructed using Driscoll-
Kraay standard errors. ˝p ă 0.05, ‹p ă 0.1. Here, we control the relative size of deposits
in the previous quarter interacted with panic dummies. See Section 4.2.1.
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